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Abstract The gametes produced in meiosis provide
information on the frequency of recombination and also
on the interdependence of recombination events, i.e.
interference. Using F2 individuals, it is not possible in all
cases to derive the gametes, which have fused, and which
provide the information about interference unequivo-
cally when three or more segregating markers are
considered simultaneously. Therefore, a method was
developed to estimate the gametic frequencies using a
maximum likelihood approach together with the
expectation maximisation algorithm. This estimation
procedure was applied to F2 mapping data from rice
(Oryza sativa L.) to carry out a genome-wide analysis of
crossover interference. The distribution of the coefficient
of coincidence in dependence on the recombination
fraction revealed for all chromosomes increasing posi-
tive interference with decreasing interval size. For some
chromosomes this mutual inhibition of recombination
was not so strong in small intervals. The centromere had
a significant effect on interference. The positive inter-
ference found in the chromosome arms were reduced
significantly when the intervals considered spanned the
centromere. Two chromosomes even demonstrated
independent recombination and slightly negative inter-
ference for small intervals including the centromere.
Different marker densities had no effect on the results. In
general, interference depended on the frequency of
recombination events in relation to the physical length.
The strength of the centromere effect on interference
seemed to depend on the strength of recombination
suppression around the centromere.
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Introduction

Meiosis, the nuclear division resulting in gametes, is one
of the most important processes to generate genetic
variability. Especially the crossover and recombination,
respectively, which take place during meiosis contribute
to genetic variation by breaking up linkage (i.e. the
association of genes located on the same chromosome)
and thereby creating new combinations of genes in the
gametes. The frequency of crossovers between two loci
and thereby, the strength of linkage, depends on
the distance of these two loci on the chromosome. The
incidence of recombination can be used to measure the
distance between loci by analysing the segregation of
genes and markers.

The degree of linkage and thus, the distance, between
loci is estimated with the recombination fraction. It is
the probability for recombinant (i.e. non-parental) ga-
metes to be generated during meiosis. To determine the
frequency of recombinant gametes and linkage, the
populations used have to be in linkage disequilibrium.
Therefore, in plant genetics usually certain types of
populations with a high degree of linkage disequilibrium
are used, e.g. F2 populations, BC1 populations or double
haploid (DH) lines. In these populations (except the DH
lines) the gametes cannot be observed directly. Conse-
quently, the genotypes, which are the result of the ran-
dom fusion of the gametes, and their frequencies,
respectively, are used to estimate the recombination
fraction (reviewed, e.g. by Weber and Wricke 1994 and
Liu 1998).

The gametic frequencies do not only provide infor-
mation concerning the frequency of recombination
but also on the interdependence of recombination events.
In particular, the gametes, which are produced from
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individuals heterozygous at multiple loci, give this addi-
tional information when three or more markers are
considered simultaneously. In most species crossovers do
not occur independently from each other. This is called
interference, i.e. the non-random distribution of cross-
overs and recombination events, respectively (Muller
1916). In case of interactions between recombination
events two situations can be distinguished: with positive
interference a recombination event inhibits further
ones in its vicinity, and with negative interference addi-
tional recombination events are supported. So far known
exceptions where a random distribution of crossovers
was found are Schizosaccharomyces pombe (Snow 1979;
Munz 1994), Aspergillus nidulans (Egel-Mitani et al.
1982) and Ascobolus immersus (Hastings 1988).

Usually, positive interference is assumed in eukary-
otes. Recently, Esch and Weber (2002) showed in barley,
using data sets from seven mapping populations, that
in addition to positive interference strong negative
interference could be found. The relationship between
recombination fraction and interference could not be
described with a uniform function, which is assumed by
most of the mapping functions used in genetic mapping.
Interference seems not to act in the same way in the
whole genome. In barley positive interference was found
in the chromosome arms and no or negative interference
in the genetically small but physically large centromeric
region. Esch and Weber (2002) used data from DH lines
where the gametic frequencies used for the analysis of
interference can be determined directly from the geno-
types. In contrast to DH populations, in F2 popula-
tions—which are widely used in genetic mapping in
plants—it is not possible to derive the F1 gametes which
have fused to form an F2 individual unequivocally from
all F2 genotypes when considering three or more
markers simultaneously.

The aim of the present study was to develop a method
to estimate the gametic frequencies in F2 populations in
order to extend the approach used by Esch and Weber
(2002) to the F2 population type and thus make more
data accessible for interference analysis. For this pur-
pose a maximum likelihood approach together with the
expectation maximisation (EM) algorithm (Dempster
et al. 1977; Liu 1998) was used.

The estimation procedure developed was applied to a
data set underlying one of the largest genetic maps in
plants, the rice genetic map published by Harushima
et al. (1998). Because in rice large integrated genetic and
physical maps exist (Wu et al. 2002, 2003; Chen et al.
2002), a detailed comparison of the results on interfer-
ence with data on the distribution and frequency of
recombination in the physical map could be done.

Due to the high marker density of that map it was
possible to study as an additional methodical aspect the
influence of the marker density on the methods proposed
by Esch and Weber (2002). Using their methods, regions
in the genome with different marker density may con-
tribute unequally to the analysis. Thus, derived data sets
with evenly distributed markers were analysed.

Materials and methods

Estimation of gametic frequencies

Considering recombination in two adjacent intervals
between the markers A, B, and C four different types of
gametes exist:

1. Gametes showing recombination between marker A
and B, and simultaneously between marker B and C
(double recombination), having the expected fre-
quency a12.

2. Gametes showing recombination between marker A
and B only, having the expected frequency a1.

3. Gametes showing recombination between marker B
and C only, having the expected frequency a2.

4. Gametes showing no recombination in either interval,
having the expected frequency a0.

Considering the markers A, B and C, the F1 gametes,
which have fused to form an F2 individual, cannot be
derived unequivocally from each genotype in an F2

population. This is only possible for the threefold
homozygous (e.g. AABBCC from two ABC gametes)
and the ‘onefold’ heterozygous genotypes (e.g. AaBBCC
from the gametes ABC and aBC).

Nevertheless, it is possible for all observed genotype
frequencies, ni, to give the expected genotype frequen-
cies, ei, in terms of the expected gametic frequencies, aj.
Typical examples are given in Table 1 for the case of all
three markers being codominantly inherited. (The com-
plete table is provided as Electronic Supplementary
Material, Table 1). Because the data set used to apply
the estimation procedure contained only few dominant
markers, which are less informative, only codominant
markers were considered. However, from Table 1 and
Electronic Supplementary Material Table 1, respec-
tively, all possible situations considering dominant
markers and linkage phase can be deduced by combining
the appropriate genotype classes.

Maximum likelihood (ML) estimates of the expected
gametic frequencies a12, a1, a2 and a0 were obtained
using the EM algorithm (Dempster et al. 1977; Everitt
1987; Liu 1998). This is an iterative approach, which is
powerful when the observations have incomplete data.
Considering three codominantly inherited loci with two
alleles each in an F2 progeny, only 27 categories can be
observed. However, there are 36 categories for complete
information. Concerning the four different types of ga-
metes, the data are incomplete in the sense that we do
not know for each observed genotype, i.e. the two- and
threefold heterozygous genotypes, to what proportion it
consists of the respective categories. For example, the
genotype AABbCc could have emerged from the fusion
either of the gametes ABC and Abc, or of the gametes
AbC and ABc.

Each iteration of the EM algorithm comprises
two steps—the expectation step E and the maximisation
step M—which are performed repeatedly. In the first
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iteration, aj=0.25 was used as initial guess for all four
unknown gametic frequencies.

In the E step the aj were used to estimate the complete
data. For this, a distribution of the complete data con-
ditional on the observed data is needed, i.e. the proba-
bility that an individual arose from a specific type of
gamete conditional on the observed genotype. These
conditional probabilities Pi (Ej|G) are given in Table 1
and Electronic Supplementary Material Table 1.

In the following M step the new ML estimates of the
gametic frequencies were computed as the number of the
respective recombinants divided by the total number of
observations:

a0j ¼
P

niPiðEjjGÞP
ni

The E and M steps were repeated until the convergence
criterion a0 � a00

�
�

�
�61� 10�9 was satisfied.

The EM algorithm was extremely easy to implement
on a computer, and was realized with a simple Pascal
programme on a Sparc workstation (Sun Microsystems,
Palo Alto, Calif., USA). Despite the EM algorithm often
shows a slow convergence (Everitt 1987), the estimates
for the gametic frequencies converged fast, and for all
marker triples estimates could be obtained.

Estimation of recombination frequencies
and the coefficient of coincidence

The estimates of the gametic frequencies were used to
calculate the recombination fractions r̂ð Þ between the
three markers considered (A, B and C):

r̂AB ¼ a1 þ a12;

r̂BC ¼ a2 þ a12;

r̂AC ¼ a1 þ a2:

The relative position of the marker B between A and C
was given by

q̂ ¼ a1 þ a12
a1 þ a2 þ 2a12

¼ r̂AB

r̂AB þ r̂BC
:

For the analysis of interference the coefficient of coin-
cidence was used (Muller 1916). It is defined as the
quotient of the observed frequency of double recombi-
nations and the expected frequency of double recombi-

nations with independence of recombination in the
adjacent intervals AB and BC. It was estimated by

Ĉ ¼ a12
ða1 þ a12Þða2 þ a12Þ

¼ a12

r̂AB � r̂BC
:

The expectation is EðĈÞ ¼ 1 without interference,
EðĈÞ\1 in case of positive interference, and EðĈÞ > 1 in
case of negative interference. In the case of r̂AB ¼ 0 or
r̂BC ¼ 0 the coefficient of coincidence Ĉ is not defined,
because only one interval exists.

Application of the estimation methods to the analysis
of interference in experimental F2 mapping data

The estimation procedure developed above was applied
to mapping data from rice (Harushima et al. 1998). The
mapping population consisted of 186 F2 plants. The
data of 2,277 markers were reduced to 1,175 distinct
map positions, because cosegregating markers do not
provide additional information about interference.
From the cosegregating markers those with the most
data points were retained in the data set. Dominant
markers were also not used. Due to limitations in com-
puter capacity the number of markers for the chromo-
somes 1, 2 and 3 was restricted to 120 by removing
markers evenly according to their order. The markers
left after this selection procedure were called ‘all mark-
ers’, and their numbers per chromosome are shown in
Table 2. For these markers the percentage of missing
values was 1.7%.

The gametic frequencies, the recombination fractions
and the coefficient of coincidence were estimated as de-
scribed above for all combinations of three markers
(triple) possible when considering each chromosome
separately. When building triples the marker order given
by Harushima et al. (1998) was considered as fixed.
Triples with r̂AB ¼ 0 or r̂BC ¼ 0 were omitted as in such
cases Ĉ was not defined (see above).

Influence of marker density

In order to analyse the influence of the marker density
different data sets with markers distributed evenly along
the chromosomes were generated from the rice data set
‘all markers’ (Table 2). For this, markers were retained
in a framework of 2 cM (±1 cM deviation), 5 cM
(±2 cM) and 10 cM (±3 cM), respectively. All other

Table 1 Genotypes in the F2 population: frequency (ni), expectation (ei) and probability that an individual arose from a gamete produced
at a specific recombination event conditional on the observed genotype [Pi (Ej|G)]

Genotype Frequency Expectation Pi (E0|G) Pi (E1|G) Pi (E2|G) Pi (E12|G)

Threefold homozygous, e.g. AABBCC n1 e1 ¼ a2
0

4 1 0 0 0
Twofold homozygous, e.g. AABBCc n2 e2 ¼ a0a2

2
1
2 0 1

2 0
‘Onefold’ homozygous e.g. AABbCc n3 e3 ¼ a0a1þa12a2

2
a0a1

2ða0a1þa2a12Þ
a0a1

2ða0a1þa2a12Þ
a2a12

2ða0a1þa2a12Þ
a2a12

2ða0a1þa2a12Þ

‘Zerofold’ homozygous, e.g. AaBbCc n4 e4 ¼
a2
12
þa2

1
þa2

2
þa2

0

2

a2
0

a2
12
þa2

1
þa2

2
þa2

0

a2
1

a2
12
þa2

1
þa2

2
þa2

0

a2
2

a2
12
þa2

1
þa2

2
þa2

0

a2
12

a2
12
þa2

1
þa2

2
þa2

0

In the examples, the recombination events are E0, resulting in the gametes ABC or abc, E1 with Abc or aBC, E2 with ABc or abC and E12

with AbC or aBc (see text as well for explanation)
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markers were removed. The number of this framework
markers and their mean distance according to the cen-
tiMorgan distance given by Harushima et al. (1998) are
shown in Table 2.

Statistical test of the experimental coefficients
of coincidence

To test the coefficients of coincidence Ĉ in the experi-
mental data against the null hypothesis of independent
recombination, information was needed about the dis-
tribution under this null hypothesis. Following Esch and
Weber (2002), simulations where used to obtain the dis-
tribution in case of independent recombination consid-
ering the present situation of small population size, and
to derive a test statistic from that distribution. The sim-
ulation of the distribution of the coefficient of coinci-
dence in small F2 populations was analogous to the
simulations used by Esch andWeber (2002) for DH lines:

The probabilities of the four types of gametes aj, and
the expected frequencies of the different F2 genotypes
were expressed as functions of rAC and q. In the simu-
lations under no interference, values for rAC and q were
given, and the expected frequencies of the 27 genotype
classes were calculated. Using these frequencies samples
of F2 genotypes were simulated. Corresponding to the
actual mean number of plants per triple in the experi-
mental data (taking into account missing data) the
number of simulated genotypes per sample was 180.
From the simulated genotypes the gametic frequencies
were estimated using the EM algorithm as described
above. Using the gametic frequencies the recombination
frequencies, the coefficient of coincidence and the ratio
between the two subintervals were calculated.

To evaluate the unbiasedness of the simulated dis-
tribution without interference 105 samples were per-
formed for each combination of rAC and q. The

estimated r̂AC and q̂ were unbiased, even for very small
given values for rAC and extreme given values for q (data
not shown). Table 3 shows the estimated values for the
coefficient of coincidence Ĉ. The deviation of the coef-
ficient of coincidence from the expected value EðĈÞ ¼ 1
(no interference) increased with decreasing recombina-
tion frequency. Due to this bias the simulated distribu-
tion was restricted to rAC‡0.1. The estimation of the
coefficient of coincidence was irrespective of rAC hardly
influenced by q for 0.35 £ q £ 0.65.

The comparison of the distribution of the experi-
mental data with the simulated data under the null
hypothesis of no interference was performed as de-
scribed by Esch and Weber (2002). Confidence intervals
of the means were determined with a significance level of
5% corrected for multiple comparisons according to
Bonferroni. In the simulations rAC was varied between
0.1 and 0.5 in steps of 0.05, with q=0.5, and 106 simu-
lations were performed for each combination of rAC and
q. Like in the experimental data triples with q̂ ¼ 0 or
q̂ ¼ 1, this means r̂AB ¼ 0 and r̂BC ¼ 0 respectively, were
omitted. According to the simulations the experimental
data were restricted to 0:0756r̂AC\0:525 (class means
0.1–0.5 in steps of 0.05) and 0:356q̂60:65.

Results

Distribution of the coefficient of coincidence
in dependence on the recombination frequency
in the experimental data

The number of triples for which the coefficient of coin-
cidence can be calculated increases very quickly with the
number of markers. One possibility to describe the dis-
tribution of this huge amount of values is to classify them
according to the recombination frequency and to con-
sider means, median, quartiles and percentiles of the
different classes. This can also be done for the coefficients
of coincidence from the simulation under the null
hypothesis of independent recombination. For each class
the null hypothesis is then tested by comparing the means
of the experimental and the simulated distribution. For
this test confidence intervals of the means were calculated
from the simulation according to the number of values in
the corresponding class in the experimental distribution.

Table 2 Number of markers and mean map distance of the data
sets used

Chromosome Data set

All
markers

2-cM
Framework

5-cM
Framework

10-cM
Framework

1 120 69 32 18
2 120 63 30 15
3 120 61 32 17
4 86 42 22 12
5 102 50 24 13
6 93 46 23 13
7 86 41 22 11
8 79 44 25 13
9 49 27 13 7
10 60 30 13 9
11 69 38 23 12
12 53 27 16 9
Total number
of markers

1,037 538 275 149

Mean distance
between markers

1.5 cM 2.9 cM 5.7 cM 10.7 cM

Table 3 Estimated mean and standard deviation (SD) of the
coefficient of coincidence Ĉ from simulation (105 per parameter
combination) with different values given for the recombination
frequency rAC and the proportion of the involved intervals q for
180 genotypes in case of no interference (C=1)

rAC q=0.5 q=0.35

Mean SD Mean SD

0.05 1.37 2.66 1.39 2.85
0.075 1.16 1.56 1.20 1.68
0.1 1.03 1.15 1.05 1.21
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In Fig. 1 the means of the experimental distributions
for the 12 rice chromosomes and the result of the test of
the null hypothesis are shown. For all chromosomes
positive interference was found often similar to the
Kosambi function (Kosambi 1944). With this function
strong positive interference in small intervals is assumed
that linearly decreases with increasing interval size until
independence is reached. In Fig. 1 the Kosambi function
would result in a straight line from Ĉ ¼ 0 at r̂AC ¼ 0 to
Ĉ ¼ 1 at r̂AC ¼ 0:5: This was obvious particularly for
chromosome 3. Negative interference Ĉ > 1

� �
was ob-

served on chromosome 1 for intervals between 0.375 and
0.475. For chromosomes 2, 4, 7 and 10 the mutual
inhibition of recombination events was not so strong in
small intervals. For chromosome 7 in very small inter-
vals no interference was found. Positive interference was
not so strong for intermediate intervals in chromosomes
11 and 12. Even recombination in large intervals
0:4756r̂AC\0:525ð Þ was not independent. This obser-
vation was also made in barley (Esch and Weber 2002).

Variation of interference within the genome
and influence of the centromere

In barley the interference level around the centromere
was different from that in the chromosome arms, and it
seemed that interference was dependent on the fre-
quency of recombination events in relation to the
physical length (Esch and Weber 2002). The influence of
the centromere on interference was also investigated in
the rice data set.

The positions of the centromeres in the linkage map
of the data set used were determined from Harushima

et al. (1998), and confirmed by Wang et al. (2000) with
the exception of chromosome 10. For chromosome 10
the centromere position determined by Cheng et al.
(2001) was used (between 15.4 cM and 15.9 cM in the
genetic map of Harushima et al. 1998). The centromere
positions of chromosomes 1, 2 and 6–9 were confirmed
recently by Wu et al. (2003).

To analyse the influence of the centromere the triples
were classified to whether they spanned the centromere
or not. To consider the interval size the triples were also
classified into five classes according to the recombina-
tion frequency of the entire interval. The analysis was
done for each chromosome separately and for the whole
genome. The corresponding classes were compared using
the Wilcoxon rank sum test (Wilcoxon 1946). In Table 4
the influence of the centromere on interference is dem-
onstrated for the whole genome and for individual
chromosomes showing some differing characteristics.

From the results of the whole genome a clear effect of
the centromere on the mutual influence of recombina-
tion events could be realized. Positive interference was
found in the chromosome arms, increasing with
decreasing interval size similar to the Kosambi function.
This positive interference was reduced when the cen-
tromere was included in the interval. For large intervals
r̂AC>0:375ð Þ spanning the centromere recombination
was almost independent.

The analysis of each chromosome separately revealed
some differences from that general pattern for chromo-
somes 5, 7, 10, 11 and 12. In chromosomes 7, 11 and 12
the mean coefficient of coincidence of intervals without
the centromere first decreased or was constant with
decreasing interval size and then increased for smaller
intervals. Compared to the genome-wide analysis the

Fig. 1 Mean coefficient of coincidence (y-axis) for classes of
recombination frequencies (x-axis) for the 12 rice chromosomes.
Classes range from 0.075 to 0.525 in steps of 0.05 (from left to
right). Along the x-axis the number of triples for each class is given.

The lines indicate the mean values of the simulation without
interference. Means, which significantly deviate from the simulated
mean, are shown in dark grey
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mutual inhibition of recombination events in the chro-
mosome arms of these chromosomes was stronger in
larger intervals and weaker in small intervals.

For chromosomes 5 and 7 the influence of the cen-
tromere was so strong that in very small intervals
spanning the centromere, independent recombination
and slightly negative interference was found, respec-
tively. Chromosome 11 showed also for intervals with
the centromere a relationship between interference and
recombination frequency comparable to the Kosambi
function. For intermediate intervals spanning the cen-
tromere of chromosome 10, a stronger inhibition of
recombination could be observed compared to intervals
within the chromosome arms.

Because here in this analysis and also in the distri-
bution of the coefficient of coincidence in dependence on
the recombination frequency, deviations were found
mainly for small intervals, the locations of intervals of
the size 0:0756r̂AC\0:225 and their values for the
coefficient of coincidence were studied in more detail.
The assignment of the coefficients of coincidence to
distinct locations within the genome was done by cal-
culating ‘marker means’ (Esch and Weber 2002). The
coefficient of coincidence of a triple was assigned to the
mid-marker, because this marker enabled the observa-
tion of double recombinations in the entire interval. The
mean of all Ĉ values assigned to a certain marker was
calculated, and this marker mean could then be assigned

to a location in the genetic map. Only marker means
calculated from at least ten single values were consid-
ered. The distribution of the marker means throughout
the genome showed some regions with locally increased
values. In Table 5 regions comprising at least three
markers with marker means larger than 1 are given.
These five regions had a size between 1.3 cM and
7.4 cM. One of the regions on chromosomes 5 and 7
each covered the centromere, which is located between
52.3 cM and 53.7 cM on chromosome 5 and at 49.3 cM
on chromosome 7 (Harushima et al. 1998). Because
these regions had a high marker density, it was investi-

Table 4 Influence of the
centromere on the coefficient of
coincidence Ĉ . Triples were
classified according to the
recombination frequency r̂AC

and whether they spanned the
centromere or not. Mean and
SD of Ĉ were calculated for the
whole genome (1–12) and for
each chromosome separately
(not all results shown). P-values
from the Wilcoxon rank sum
test

aDifferences were not tested if
the number of triples in a single
class were too small

Chromosome r̂AC With centromere Without centromere P-value

Number of
triples

Mean SD Number of
triples

Mean SD

1–12 0.075–0.175 1,855 0.60 0.80 16,625 0.28 0.52 <0.0001
0.175–0.275 6,142 0.51 0.38 25,501 0.34 0.35 <0.0001
0.275–0.375 17,598 0.67 0.34 40,219 0.54 0.34 <0.0001
0.375–0.475 165,481 0.95 0.24 43,348 0.63 0.30 <0.0001
0.475–0.525 174,315 0.91 0.14 23,962 0.78 0.18 <0.0001

5 0.075–0.175 279 1.01 0.68 2,555 0.15 0.42 <0.0001
0.175–0.275 1,373 0.73 0.42 2,956 0.24 0.43 <0.0001
0.275–0.375 4,365 0.76 0.24 4,048 0.30 0.24 <0.0001
0.375–0.475 13,646 0.73 0.20 3,383 0.43 0.13 <0.0001
0.475–0.525 21,280 0.85 0.13 17 0.59 0.14 –a

7 0.075–0.175 377 1.30 1.12 1,329 0.63 0.70 <0.0001
0.175–0.275 937 0.63 0.43 2,117 0.27 0.32 <0.0001
0.275–0.375 3,354 0.83 0.28 2,982 0.38 0.19 <0.0001
0.375–0.475 12,254 0.83 0.27 3,533 0.48 0.24 <0.0001
0.475–0.525 11,239 0.88 0.16 156 0.58 0.05 <0.0001

10 0.075–0.175 92 0.60 0.19 512 0.18 0.38 <0.0001
0.175–0.275 718 0.49 0.30 1,427 0.35 0.20 <0.0001
0.275–0.375 1,250 0.18 0.17 1,662 0.49 0.26 <0.0001
0.375–0.475 2,355 0.48 0.27 968 0.64 0.13 <0.0001
0.475–0.525 1,034 0.74 0.06 211 0.62 0.08 <0.0001

11 0.075–0.175 14 0.10 0.37 449 0.40 0.50 –a

0.175–0.275 104 0.38 0.20 774 0.31 0.20 <0.0001
0.275–0.375 436 0.68 0.32 582 0.24 0.12 <0.0001
0.375–0.475 2,063 0.63 0.22 753 0.24 0.10 <0.0001
0.475–0.525 4,430 0.82 0.19 409 0.27 0.11 <0.0001

12 0.075–0.175 45 0.57 0.53 231 0.59 0.79 0.8972
0.175–0.275 125 0.56 0.27 73 0.36 0.48 <0.0001
0.275–0.375 173 0.55 0.19 459 0.16 0.16 <0.0001
0.375–0.475 996 0.48 0.21 188 0.15 0.11 <0.0001
0.475–0.525 3,482 0.81 0.19 74 0.27 0.06 <0.0001

Table 5 Regions with at least three markers showing mean coeffi-
cients of coincidence for the markers (Marker mean) greater than 1.
Regions were found using all markers and were confirmed using the
2-cM framework data set

Chromosome All markers 2 cM Framework

Position
in (cM)

Number
of
markers

Marker
mean

Number
of
markers

Marker
mean

4 66.6–69.1 5 1.16–1.76 1 1.51
5 46.0–53.4 8 1.00–1.22 4 1.00–1.32

71.4–75.7 5 0.92–1.48 2 1.25–1.59
7 46.4–50.7 10 1.43–2.42 2 1.43–2.21

79.5–80.8 4 1.18–1.44 1 1.38

105



gated if the high mean coefficients of coincidence were
caused only by an effect of the marker density and/or an
interdependency between the values for the individual
triples. For this purpose the analysis of the small inter-
vals was repeated with the 2-cM framework data set.
Also in this data set the regions showed increased mean
coefficients of coincidence (Table 5).

Regions with locally increased marker means could
also be found on chromosomes 10, 11 and 12. For
chromosome 10 this region comprised six markers
between 11.0 cM and 15.9 cM, with mean Ĉ values
between 0.88 and 1.27, for chromosome 11 seven
markers between 7.2 and 10.2 cM, with mean values
between 0.77 and 0.97 and for chromosome 12 four
markers between 95.9 and 101.4 cM, with mean values
between 0.92 and 1.81. The region on chromosome 10
included the centromere (between 15.4 cM and 15.9 cM,
Cheng et al. 2001). The increase of the marker means in
this regions was not as clear as that of the regions in
Table 5, and could not be confirmed in the 2-cM
framework data set because here the number of triples
per marker mean was too low.

Influence of the marker density

The markers were not evenly distributed on the genetic
map, but had different density in different regions. From
regions with a high marker density more triples could be
built and therefore, these areas outweigh areas with less
markers in the analysis. Furthermore, the coefficients of
coincidence for the individual triples are not indepen-
dent from each other, because up to two markers and
thus one subinterval could be identical. Therefore, in
addition, the different pattern of dependency between
the triples gets a different weight in the analysis. In order

to investigate these influences framework data sets with
evenly distributed markers in 2-, 5- and 10-cM distances,
respectively, were used. In these data sets the distribu-
tion of the coefficient of coincidence in dependence on
the recombination frequency and the influence of the
centromere on interference was analysed.

The distribution of the coefficient of coincidence in
dependence on the recombination frequency in the 10-
cM framework data set could not be analysed for the
chromosomes separately, because the numbers of triples
per class were too small. The results of the 2-cM and 5-
cM framework data set showed if any only minor dif-
ferences to the results of all markers for intervals with
r̂AC>0:225 In the smaller intervals different effects of the
wider marker distances could be observed. For chro-
mosomes 2 and 5 the mean coefficients of coincidence
slightly increased, whereas the opposite effect was
observed for chromosome 4. For chromosomes 7, 11
and 12 the results varied between the data sets. Overall,
in addition, for small intervals the differences between
the different data sets were rather small.

The effect of the marker density on the influence of
the centromere on interference is shown in Table 6 in
comparison to Table 4. No differences were found for
intervals larger than 0.175. The only difference worth
mentioning concerns the class 0:0756r̂AC\0:175 in the
10-cM framework data set. Here the mean values of
triples with and without centromere were increased,
however with a very small sample size.

For the 5-cM framework, the data set still containing
many markers the influence of the centromere on
interference was analyses for the chromosomes sepa-
rately. For chromosomes 5 and 7 the largest centromere
effect, i.e. weakening of positive interference, could be
observed in the analysis using all markers. This effect
was maintained at lower marker density, however with

Table 6 Influence of the centromere on the coefficient of coincidence Ĉ in data sets with different marker density. Triples were classified
according to the recombination frequency r̂AC and whether they spanned the centromere or not. Mean and SD were calculated for the
whole genome. P-values from the Wilcoxon rank sum test

Data set r̂AC With centromere Without centromere P-value

Number of
triples

Mean SD Number of
triples

Mean SD

10-cM-Framework 0.075–0.175 246 0.48 0.68 2,253 0.26 0.47 <0.0001
0.175–0.275 890 0.49 0.34 3,806 0.34 0.35 <0.0001
0.275–0.375 2,580 0.66 0.34 5,943 0.54 0.35 <0.0001
0.375–0.475 28,113 0.97 0.23 6,137 0.64 0.31 <0.0001
0.475–0.525 25,997 0.92 0.13 2,617 0.77 0.17 <0.0001

5-cM-Framework 0.075–0.175 44 0.68 0.77 293 0.29 0.52 0.0002
0.175–0.275 136 0.44 0.34 456 0.32 0.33 0.0001
0.275–0.375 390 0.62 0.31 660 0.47 0.34 <0.0001
0.375–0.475 3,289 0.94 0.25 780 0.61 0.30 <0.0001
0.475–0.525 3,566 0.91 0.14 377 0.76 0.18 <0.0001

2-cMFramework 0.075–0.175 4 1.11 0.39 15 0.62 0.56 �a
0.175–0.275 26 0.50 0.35 87 0.29 0.31 0.0041
0.275–0.375 48 0.59 0.31 96 0.49 0.37 0.0765
0.375–0.475 485 0.92 0.26 141 0.64 0.32 <0.0001
0.475–0.525 608 0.92 0.14 57 0.75 0.22 <0.0001

aDifferences were not tested if the number of triples in a single class were too small
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reduced sample size. For the class 0:0756r̂AC\0:175 of
chromosome 5 the means coefficient of coincidence for
triples including the centromere was 1.16 (number of
triples n=8) compared to 0.23 (n=28) for triples with-
out the centromere, and 1.53 (n=9) compared to 0.47
(n=27) for chromosome 7, respectively.

Discussion

The distribution of the coefficient of coincidence in
dependence on the recombination frequency revealed for
all chromosomes increasing positive interference with
decreasing interval size similar to the Kosambi function.
In a more general approach analysing the distribution of
the number of recombinations per chromosome and the
distribution of double crossover interval lengths, Haru-
shima et al. (1998) also detected positive interference.
With the detailed interference, analysis demonstrated in
the present study it could be shown that in some chro-
mosomes this positive interference was weakened to
some extent in small intervals (Fig. 1).

Under the assumption of a limited number of cross-
overs for the whole genome, positive interference results
in an even distribution along the chromosomes. In this
way interference can ensure that each chromosome pair
will have at least one crossover during meiosis, which is
necessary for the regular distribution of the chromo-
somes in meiosis I (Egel 1995; Roeder 1997). In mutants
of Saccharomyces cerevisiae showing no interference a
higher rate of non-disjunction was observed (Sym and
Roeder 1994; Chua and Roeder 1997). A. nidulans and
S. pombe, both lacking interference, exhibit a much
higher number of crossovers per chromosome pair and
thereby the probability of a chromosome pair to get not
any crossover is reduced (Storlazzi et al. 1995). An
important role in regulation for the frequency and dis-
tribution of crossovers is attributed to the synaptonemal
complex [(SC) Egel 1995]. This is mainly based on the
observation that S. pombe and A. nidulans form no SC
during meiosis (Olson et al. 1978) and at the same time
shows a random distribution of crossovers (Snow 1979;
Munz 1994; Egel-Mitani et al. 1982). How the SC is
involved in interference is not yet clear (Egel 1995; Ha-
senkampf 1996; Kleckner 1996). It seems to be necessary
for the transmission of a signal about the position of
recombination events (Kleckner 1996). Models for po-
sitive interference and the involvement of the SC are
reviewed by Kaback et al. (1999) and Novak et al.
(2001).

Gorlov and Gorlova (2001) proposed a model
which explains interference on the basis of a cost–
benefit analysis of recombination. Therefore, the
advantage of recombination lies in the production of
new combinations of alleles of linked loci, which could
be selectively advantageous. Because crossover and
recombination are complex processes they are suscep-
tible to errors, which will result in deleterious muta-
tions. As a consequence positive interference prevents

the occurrence of closely located crossovers. In com-
puter simulations closely located crossovers were less
effective in producing recombinant individuals com-
pared to crossovers located more distantly. According
to the model of Gorlov and Gorlova (2001) positive
interference is especially important in the recombina-
tion hot spots. Without interference in those regions,
the harmful effects of recombination would accumulate
without the compensatory production of recombinant
individuals.

The detailed investigation of the variation of inter-
ference within the genome presented here revealed an
influence of the centromere on interference. This effect
was also observed in barley (Esch and Weber 2002). In
small intervals spanning the centromere positive inter-
ference was weakened. The strength of the effect was
different for individual chromosomes. For chromosomes
5 and 7 even negative interference could be observed.
Considering the whole genome the centromere effect on
interference in rice was not as strong as in barley, and
could therefore, with exception of chromosome 7, not be
detected in the distribution of the coefficient of coinci-
dence in dependence of the recombination frequency
(Fig. 1).

As in barley, in rice a suppression of recombination
in the centromeric region is described (Cheng et al. 2001;
Chen et al. 2002; Wu et al. 2003). In comparison to the
genome-wide average of 0.41 cM/100 kb (Wu et al.
2002) and 0.39–0.42 cM/100 kb (Wu et al. 2003), the
relation of genetic/physical distance is reduced to values
<0.037 cM/100 kb near the centromere (Wu et al. 2002)
and 0 cM/100 kb at the centromere (Wu et al. 2003). In
contrast to barley the suppression of recombination is
restricted to the region immediate at the centromere
(Cheng et al. 2001). From the results of Chen et al.
(2002) it can be derived that this region corresponds to
8–25% of the physical length of the individual chro-
mosomes compared to 40–60% in barley (Künzel et al.
2000). Wu et al. (2003) found a mean value of 11.4% of
the entire size of the six rice chromosomes they analysed
where recombination was completely suppressed.

In the chromosome arms of some rice chromosomes
additional regions with weakened positive interference
and independence of recombination events, respectively,
were found. When comparing the physical and genetic
map in the chromosome arms of chromosome 4S and
10S regions with suppressed recombination were iden-
tified (Chen et al. 2002; Wu et al. 2002). But these re-
gions did not correspond to the regions without
interference described in the present study (Table 5). In
the integrated physical and genetic map (Wu et al. 2002)
no special characteristics could be found for the regions
without interference. Regions in the chromosome arms
without interference or even negative interference have
also been found in wheat (Peng et al. 2000).

The different marker densities had no influence on the
distribution of the coefficient of coincidence and the
observation of the centromere effect on interference.
Reducing the marker density too much (10-cM frame-
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work) resulted in a very small number of triples, dis-
abling the analysis of individual chromosomes. A mar-
ker density of on average 2–5 cM was proven to be
suitable for the methods applied to investigate interfer-
ence. A higher marker density resulted in an increased
computing time, but led to the same results.

The principal mode of operation of interference in the
genome which was found in barley (Esch and Weber
2002) could be confirmed in rice. As in barley the
interference depends on the frequency of recombination
events in relation to the physical length. Positive inter-
ference was observed in the chromosome arms, and this
mutual inhibition of recombination events was weak-
ened around the centromere where also the frequency of
recombination is decreased. In rice this effect of the
centromere was not as pronounced as in barley. Thus,
the strength of the centromere effect on interference, i.e.
reduction or abolishing of positive interference or even
negative interference, seems to depend on the strength of
recombination suppression around the centromere. Be-
cause recombination suppression in the centromeric re-
gion is a widespread observation in plants (Choo 1998)
we are just analysing if the effect of the centromere on
interference can be observed in more cases.

The comparison of the physical map of rice containing
expressed sequence tags (ESTs) with the genetic map re-
vealed that regions with a higher frequency of recombi-
nation usually also had a higher EST density (Wu et al.
2002). The EST density was reduced around the centro-
mere, so this region contained relative few genes.
According to the model of Gorlov and Gorlova (2001)
positive interference is particularly important in gene rich
regions tominimise the risk of a possibly faulty crossover.
This could be interpreted also in the way that there is no
need for positive interference in gene poor regions like the
centromeric region. And therefore could be an explana-
tion for the weakening and abolishment, respectively, of
positive interference around the centromere which was
observed in barley (Esch and Weber 2002) and rice, and
which is possibly a general phenomenon in plants.
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